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Partenaire international si poursuite envisagée en stage à l’étranger (mai-août):
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Context

Real-time systems are systems that have to operate under strict time constraints. These
systems are essential in critical applications such as automotive systems, medical devices and
aerospace.

Compiler optimizations are used to enhance software performance by improving execution
speed and reducing resource consumption. However, these optimizations can also introduce
variability in execution times. Using compiler optimizations in real-time systems can enhance
programs performances, but it can also negatively impact the system where the predictability
of execution times is more important than their minimization.

Objectives

Our objective is to investigate the relationship between GCC compiler optimizations and
the execution time variability of programs in real-time systems using statistical and machine
learning techniques. The project stages are:

1. Make a bibliography [1, 2] on the use on machine learning techniques in real-time anal-
ysis.

2. Understand the different GCC optimization levels.

3. Propose some statistical dispersion parameters to measure the execution time variability.

4. Collect execution times and hardware counter information (cache misses, memory access
...) by compiling a set of benchmark programs [3] under different optimization levels
(O0, O1, O2, O3) on an Arm Cortex A53 platform.
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5. Analyse the relation between, the program characteristics, the compiler optimization
levels and the execution time variability using statistical and machine learning tech-
niques.
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